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• On the phenomenology of decision making – intuition vs 

rationality 

• Clinical decision making, cognitive and affective biases

• Enabling osteopaths to self-monitor for bias and to be critically 

aware of sub-standard clinical decisions, and for the risk of 

over-relying on intuitive judgments without further reflection. 



In every decision we 

make there is a 

battle in our mind 

between intuition 

and logic!



Intuition vs rationality 

• Although we believe that we are very rational in our decision 
making, the reality is that our decision making is largely 
dominated by intuition.

• We make thousands of daily decisions without realising we 
make them; we spend approximately 95% of our time in the 
‘intuitive’ mode.

• When focused on cognitive and non-cognitive tasks, we are 
likely to fail to notice events which are relevant. 

• This phenomenon known as innatentional blindness is 
attributed to limitations in our attentional capacity.



Dual-process theory 
(e.g.,Kahneman, 2003)

• Dual Process theorists propose that everyday’s’ decision 
making is underpinned by two distinct systems of judgment, 
which cluster at either end of a continuum of cognitive effort.

• System 1 is an associative system, which uses basic cognitive 
processes such as similarity, association, and memory 
retrieval; judgments are fast, automatic, intuitive and largely 
unconscious. 

• System 2 is a rule-based system; judgments are slow, 
deliberative and conscious. 



Inductive vs deductive reasoning

• The Dual Process theory illustrates the two main forms of 
human reasoning: inductive and deductive.

• Whereas inductive reasoning is primarily based on the rapid 
retrieval, and appraisal of world knowledge, i.e., System 1; 
deductive reasoning depends on rule-based, formal 
procedures, i.e., System 2. 



Dual process…underpinning physiology

• Depending on cognitive demand, different cortical regions are 
recruited; therefore, the effects on human physiology different.

• When we engage System 2, heart rate goes up, pupils dilate, 
there is more activity in frontal areas. Glucose depletion leads 
to intuitive judgments (Masicampo and Baumeister, 2008).

• System 1 processing typically involves the associative system, 
and the recruitment of the left inferior frontal gyrus, the 
temporal lobes and the PPC (Posterior parietal cortex). 

• In contrast, complex tasks requiring the use of the rule-based 
system, typically recruit the PFC (Prefrontal cortex), in 
particular, its ventrolateral subregion (see Barbey and 
Barsalou, 2009, for a review). 



…when things go 

wrong!!



Mistakes happen …

• When we use the wrong system to make decisions, make them 
without necessary evaluation and rely on decisions we made in 
the past, even if they were incorrect…this is called the 
anchoring effect.

• Systematic errors known as cognitive and affective biases as 
caused by incorrect System 1 decisions when System 2 should 
have been properly used.

• There are more than 100 known cognitive biases e.g., 
confirmation bias, halo effect (liking or disliking someone) and 
one dozen affective biases.



…do experts make 

the same systematic 

errors?



Are experts prone to cognitive bias?

• Experts are particularly prone to confirmation bias because 
they tend to look at prior decisions and evidence, and ignore 
new and relevant evidence.

• Decisions are heavily influenced by System 1. They do not 
effectively engage System 2 in appraising new and relevant 
evidence. 

• In complex situations, novices are more likely to make the right 
decisions because the problem is unknown to them, they are 
less prone to confirmation bias and therefore decisions are 
made using primarily System 2.



…is this all ingrained 

in our DNA?

Are we all ‘cognitive 

misers’?



Humans as cognitive misers…evolution 

• The term ‘cognitive miser’ was initially proposed by Fiske and 
Taylor (1984) to illustrate the fact that individuals commonly 
evaluate information and make decisions using cognitive 
shortcuts.

• Humans are ‘cognitive misers’ because their basic tendency is 
to default to System 1 processing due to its low computational 
expense (Toplak et al., 2013).

• System 2 processing takes a great deal of attention, tends to 
be slow and interfere with other simultaneous thoughts and 
actions, and requires great concentration that is often 
experienced as aversive (Toplak et al., 2013).

• However, other primates are also prone to cognitive bias e.g., 
loss aversion (Sheskin et al., 2013). 



…but what is the 

significance of this to 

osteopathy?



Clinical decision making in osteopathy

• In the UK, as primary contact practitioners, osteopaths have a 
statutory obligation to demonstrate appropriate thinking skills in 
order to justify their clinical decision-making, but also to regularly 
engage in reflective thinking to ensure their knowledge remains 
relevant (GOsC, 2012).

• Despite its claimed practise uniqueness, it can be argued that the 
decision-making processes and thinking dispositions of 
osteopathic practitioners are universal (Spadaccini and Esteves, 
2014).

• Clinical decisions about patient’s diagnosis and care in osteopathy 
are, arguably, likely to be either intuitive or analytical (see also 
Croskerry et al., 2013).



Universal model of diagnostic reasoning 
(Croskerry, 2009)

T is the toggle function, which means that the decision maker is able to move forth and back 

between System 1 and System 2 processing (Croskerry et al., 2013).



Esteves, J.E. (2013). An embodied model of diagnostic palpation and decision making



Mitigating ‘risk’ in osteopathic practice

• Intuitive judgments are highly effective and essential in 
everyday’s clinical practice, but they are also more likely to fail.

• Removing or at least mitigating for cognitive and affective biases 
are important goals. 

• Biases associated with System 1 processing have two main 
sources:

• innate, hard-wired biases that developed in our evolutionary past;

• acquired biases established in the course of professional development 
and within our work environments (see Croskerry et al., 2013).

• There are also other conditions that predispose clinicians to 
biases – e.g., context, fatigue, affective state, cognitive overload, 
gender and rationality (Croskerry et al., 2013).



Origins of biases in System 1 processing 
(Croskerry et al., 2013)





…but what do we 

know about 

decision making 

and thinking 

dispositions is 

osteopathy?



…the gap in the literature

• The literature in the field of medical cognition is clearly divided 
over the merits of one system over the other, and recent 
developments in cognitive science seem to support combined 
approaches as a model of improved decision-making (Ark et al., 
2007; Hogarth, 2005).

• Despite this growing evidence, however, research exploring 
decision-making and thinking dispositions in osteopathy is scarce.

• Therefore, we have recently explored how pre-registration 
osteopathy students at different levels of expertise think and make 
decisions; and whether any relationship exists between their 
reasoning preferences and thinking dispositions (Spadaccini and 
Esteves, 2014).





our main results…

• Graduating students demonstrate significantly more analytical 
decision-making than their novice peers.

• However, there was no evidence to suggest that reflective 
thinking dispositions change as students progress through their 
training. 

• There was also no significant association between analytical 
decision-making and reflective thinking. 

• In contrast to novices, students at point of graduation resort to 
analytical (System 2) decision-making strategies. However, 
they do not engage in significantly more open-minded or 
reflective thinking, despite their lengthier exposure to 
osteopathic education. 



How can we improve the situation?

• If our their basic tendency is to default to System 1 processing 
is ingrained in our DNA, just deciding to overcome it, will not 
work, we need strategies that enable ourselves to avoid these 
pitfalls (see Santos, 2014 on this point).

• If we want to avoid systematic errors and improve the quality of 
the care we provide, we need to shape the environment around 
us to enable us to make robust decisions…rather than 
changing ourselves. 



…possible 

solutions!



Cognitive debiasing 1

• There is growing evidence that diagnostic errors are caused by 
flaws in the clinical reasoning process rather than lack of 
knowledge (Croskerry et al., 2013).

• Many clinicians may be at the pre-contemplative level i.e., they 
may be unaware of the powerful influence of unconscious 
factors in their reasoning, they may not realise that cognitive 
and affective biases can affect their decision making (Croskerry 
et al., 2013a).

• Therefore, those clinicians see no reason to take any action to 
change their thinking...introducing them to these ideas is a 
prerequisite for debiasing (Croskerry et al., 2013a).



Cognitive debiasing 2

• Cognitive debiasing can be done using forcing strategies or 
deliberately suppressing impulsivity in certain situations.

• Wilson and Brekke (1994) regard cognitive bias as ‘mental 
contamination’ and debiasing as ‘mental correction’. 



Successive steps in cognitive debiasing (adapted from Wilson 

and Brekke (1994) Green arrows=yes; Red arrows=no 

(Croskerry et al., 2013)



Cognitive debiasing strategies 

• Cognitive debiasing is a critical feature of the critical thinker and 
of a well-calibrated mind (Croskerry et al., 2013a).

• Croskerry et al. (2013a) propose three groups of interventions 
and concepts which should be introduced at pre-registration 
level:

• Educational strategies;

• Workplace strategies;

• Forcing functions







Forcing strategies - checklists

• Checklists can play an important role in reducing inappropriate 

reliance on memory and System 1 judgments and to help curb 

overconfidence (Henriksen and Brady, 2013).

• Diagnostic checklists range from general steps well known to 

students but neglected by experienced practitioners, to more 

comprehensive differential lists and those with more critical 

possibilities that ought to be considered and eliminated prior 

top diagnosis (Henriksen and Brady, 2013).



Checklists…challenges

• There are challenges associated with the development, use 

and acceptance of checklists. 

• It requires a team of individuals or a consensus body that is 

adept in, for example, best practice guidelines and the 

underlying evidence base, and in the realities of clinical work

• They can be lengthy, ambitious, devoid of clinical reality and 

insensitive to the needs of front-line users. 

• Although they are effective with observable tasks such as 

surgery, there is insufficient evidence of effectiveness with 

other non observable things such as thinking, perceiving and 

interpreting (Henriksen and Brady, 2013).



Conclusion
• If it is human nature to default to intuitive thinking and that 

systematic errors are likely to be made, we need to accept we are. 

We have a deliberate self who can reflect on who we are and on 

the existence and dominance of System 1. Consequently, we can 

develop strategies which enable us to deal and mitigate errors and 

make more robust decisions (Kahneman, 2011). 

• I would argue that osteopaths need to be metacognitively 

proficient so they can override inadequate System 1 judgments. 

They need to be aware of what the sources of bias are and of how 

to deal with them. 
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